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Abstract. Extract the most significant information for discriminate a phenomenon is
a problem without general solution. In pattern recognition, the search of a model to
represent the information and methods for coding in those models helps us to get
different way and manipulate a phenomenon. One model for represent the informa-
tion is using binary strings and one method for coding the information is a random
sampling; together allows propese a method for solve character recognition prob-
lem. Therefore, we must warrant that the probabiiistic random sampling is signifi-
cant and search an adequate sampling over the information is the principal task for
construct one method for character recognition. This work presents a method to op-
timize a random sampling, and shows experimentally how it has influence in the ef-
ficiency of recognition, with a set of different characters.

1 Introduction

:We need a model to represent the information and set of valid operators, which depend of
the way the information is coded, this establishes the possibilities to analyze the phenome-
‘non. In the subject of pattern recognition, the method for coding and distinguish the most
‘representative information of some phenomenon, does not have a general solution. Using
distinct representation model helps us to characterize different forms of a phenomenon.
-One model to characterize is using non-arithmetical binary representation and a set of
operations are the boolean operators; both, allows us the possibility of establish concepts
like similarity and pattern,

A particular case of pattern recognition is the character recognition, where using binary
::_representation and a method to coding, offers a way to identify the different letiers. One
-method to get the relevant information is using a random sampling. Good random sam-
pling warrant gets the most representative information. Use random sampling method has
the advantage do not use the totally of information, only a minimum part.
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Using a random sampling to extract extract the information, get us relevant information,
always it has the same probability in the phenomena [16]. The problem of character rec-
ognition will be seen as select a set of dots, such that, with these dots we can identify and
classify the different letters. The random sampling has the subject of the extract dots in the
images of the different letters. A first approximation, these dots are selected using random
position with a uniform distribution; however, the distribution of the dots in the different
letters does no have this distribution; so on, for select the best dots we need to define some
criterions which warrant use the best dots for accomplish this task. In this work present
one method for optimize the random sampling and it will be more significant for coding
each letter in binary strings, and propose basic character recognition. .

2 Sampling image

One mechanism for extract information is the sampling probabilistic method. If the ran-
dom sampling is significance to population, it pick up of compact way the information of
each character and is not necessary use the total information from the symbols images. The
random sampling consist in search one list of positions dots such identify adequate each
alphabet letter. '

The representative dots are stored in one list Z of dots, from £ build the binary strings. |
These strings represent the different variants of letters over similarity function that will .
discus.

3 Representation

We consider images with binary color representation, if the image has more than two col-
ors, we define a transformation function, where usually is defining as follow: :

SN = {01} where the most usual is define an interval such f will be defined 4}

F{}l
as follows :if x,yeN:vf(x)z{x<y .
xzy '

The binary string is the result of the concatenation of binary symbols of the set
{*0°,'1°}, each representation of the sampling set will be re writing as follows:

§1" 82%.e." Sy (2)

such that each s; & {0°,’1"}, where & is the number of sampling dots.
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4 Coding

Fach image of letter represented as a matrix A of size s x 7 such that for all element
Mie N (where N represents the natural number set), the value j, i #7 mean the color of the
dotj, i, it correspond a natural number which represent the color intensity. o
Let n be the number of dots that need for sampling from the matrix M, then it will be
necessary to generate 2# random dots, to make the n positions for sampling over M, it has
the form (i, j) between the interval (0,0) — (s, £, these dots are storage in the list L over an
order < in agreement are generated. By notation L%, represent the -th element of L, where
the first element is £<] and by consequence the last will be L<n.
. For each tuple (i, /) contained in L", we get of its value in the matrix M, and we apply
‘the transformation function, concatenating each element, generating the binary string as
follow.

SO, YT,y (M) @)

where 1 is the number of dots cotainsin L.

* From this set of dots, we can construct a set of binary strings, which represent each let-
er from the alphabet. If the letters used for construct the binary strings are representative
rom the set of variants of letters, then these strings could use for identify variant of these
‘ |etters.

5 The space {0, 1}"

The representation of the information has made taking storage structures and transforma-
ion mechanism of information. The data has correlation, compared with the traditional

model. The first idea such has this model as follows:

1. The representation is uniform. All things are shown by dots over the same space.

. 2. The meaning is internal as follow. The nearest dots by the representation over the

space have the same meaning, in other words, the semantics do not separate from the syn-

fax.

“: A vector in the space is one mathematic model particularly, which could be satisfying,

wo conditions: the space N has high dimensionality, and is enough for coding the problem

{16]. The high dimensionality is more important than the natural dimension for make
odels with binary dimension. For example, the capacity of the information, which is,
ntent in one binary vector, could correspond to one page of text, and all operations over

Turing machine could be done has a one page of Turing.

A computer word is a register of a database in traditional computation, and it will be

divided in fields, which represent at the same time the part, which we want to represent,
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making a high conceptual level. The facts are modeled using patterns with ¥ dimensiona
ity; each attribute could be coded as binary strings, which represent facts too.

5.1 Space {0, 1}" concepts

Let 5 be the number of dimensions of the space. Then number of possible dots will be|
N=2" (13). The dots in N are representing by » th tuples of zeros and ones, and will be
rewritten as integer numbers of » bits in binary representation. We establish some co
cepts:

Definition. The norm of some dot expressed as x, is denoted as |x}, and is defined as the:
number of ones contained in the dot x. Formally its expressed as follow: ;

NER AN N such that |x|= i xif x =1 4)
i=l

Definition. The difference between two dots x and y, is denoted like x — y, the differ-
ence is another dot such that has ones where x and y are different and zeros in other case.
The difference is commutative, formally we have:

0if x, = », (5)

— Y x .17 — .17 such that — (x, 1) =iy, {1 _
in another way

Definition. The distance or Hamming distance between two dots x and y are denoted';f
like dfx,p), and is the number of components which X and vy differ. The distance and the
norm are scalar. Formally, we have: .

d{oa¥ x P} - 0.1} suchihat d(x,y)=x- ¥l 6

Definition. A circle with radio r and center x, is denoted by Ofr,x), and represent the set;-‘
of dots which has to much a distance of r from x, formally is expressed as follows: .

O:Nx{0,1}" — 2% such thatO(r, x) = (v e N/ d(x, y} <=7} D

5.2 Pattern and Similarity definition

The definition of pattern is restricted to the model used to represent the information, and
to formulate a definition is by the construct a similarity function. If one element has more
significance to set, then the element represent a set and it is a pattern of this set. In binary,
coding system, the pattern definition has taken as follow:

Definition. A pattern is a binary string xe {0,1}", of length n, such that a set Cc{0,1})
and over similarity function F={0,1}" x {0,1)" —N, x is a representative string to set C.
over a given 8. 1

The similarity between elements of {0, 1} "has taken by the Hamming distance.
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Definition. Be the similarity function F: {0,1 Vx £0,1}" =N, is defined as F(x, y)=|x-
liwhere |xi is the norm and x-y is the difference, we will say x is like y iff F| (x y) <§,
ere 8 is the nearest radius of circle Ofx, 8) where & <<n,
Then we have that v, - F(x,y)< 6 forall elements in C.

Given two tmage M and M’, which represent the same letter with few differences, cal-
culate the binary strings for M and M’ and the associated dots ¢ and ¢’ respectively, must
have a very small hamming distance in {0,1}". Near distances are considered similar, far
distances denoted distinct elements.

53 Minimum distance criterion

Let'P denote the set of representative patterns, which represent the binaries strings that
epresent each letter. From this basic set, (using the similarity metrics described in the last
ub.chapter), we can decide when an image, that keeps a letter is similar to any pattern
element in p;e P. The minimum criterion consists in provide an image M that keeps a let-
er; build the binary string 7, and calculate the Hamming distance with all elements in P.
The element, which has the minimum distance to m in P, has the most similar element,
Th_ere_fore, we can say m is similar to p; or in other words, m is a possible variant of the
éti_:m that is representing by p;, and it corresponds to the letter i-t/. Formally, we say:

Mostsimilar=Min ({x/m e {0,1}" :Vp,.e;-d(an)}) (8)

(N__ote: For proposal of this paper, we use this criterion, but we can define other meth-
by the combination of different criterions)

Sémpling Optimization

T.o__usé. different methods for search a string pattern or average string from a set C, gener-
¢ different string patterns, which has few differences [15], these string will be considet-
ate to select the best set of dots for sampling in the images. The difficulty is the number of
_ett_efs for recognize, in a complete alphabet there are 26 letters upper case and 26 lower
éésé,_for our propose we only use a set of letter variants in lower case.

i_:ﬁ_istributions dots analysis

Thé:réndom sampling has done over the images of the letters; consist in build a list L, of
length », where n represent the number of random dots for sampling over the images.
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However, to use random dots not always guarantees searching the optimum dots for gets a
good sampling over the images.

Some times we may select dots, or the sampled arcas over the image do not get us the
enough information for characterize it; to define a method for optimize the random sam-
pling warrant we occupy the dots which have more significance for the character recogni-
tion. One first approximation to optimize consists in searching the correct distribution of
dots, only analyze the relevant areas for discriminate the letter; discard squares and some
areas which never use the letter. In the figure 1, we can see the pattern pa, which is result
of the set C,,, analyze patterns help us to manage only few part of the information.

The average pattern is calculated by some methods, (like Majority Rule, Majority Rule
Modified or Random Reads [13]), for the set of alphabets {%1,..., Y.}, generating the sets
C, ..., C;. These represent the set of possible letters variant of each letter; from each set C;,
the representative pattern is denoting by pi. The set of P= {pa ....p-} is the set of pattern
distinctive of each letter.

o Lmage ared which does not gye
us information sbout fhe lelter

i | mage stea which give us
information shout the lalber

Fig. 1. Show us the areas where could get relevant information over the letter

If each pattern p; represents a particular letter, the dots with ones in p;, are the signifi-
cant dots for i-#h leter. Then when we make the superposition over (using the “or” opera-
tor) two letter, we get the dots used by both letters, there are some dots which are com-
mon; these dots are not significant because they do not get information which use for dis-
criminate a particular letter. The common dots are locating by logical operator and be-
tween the images, the difference between the superposition and the common dots is the
information non-duplicate in both letters. The figure 2 shows an example with the patterns
pq and p;, and the result ¢) is an image which contains the difference between both images
ignoring these dots which are common in two images. Dot analysis must take this in con-
sideration to conform the set of dots for sampling over the images.
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b B

a) N =
Qderging letters images wsmg logical o)
P
o a b &
b} 2N =

(Merging letters images uaing logical ara)
‘.
b 1
c) - =
(Differenses belween used dots and common dots)

@c

F]gz Operations for a) join b} search common dots and ¢) make the difference between two im-
ages

Generaltzmg for all fetters of alphabet (26 different letters in lower case), we can ex-
s as follow:

-Be:popy, ... p- the patterns calculates from the set C, ), ..., C., which contains the letter
a'r_i_aﬁts of i-th letter, the used dots are denoted by the follow expression:

PuN PyV NV P, (%)

Where the result must be a dot (graphically as image), which contains ones where are
cated dots by almost one letter.
For l_ocate the set of common dots we must denote as follow:

Pa APy A AP, (16)

e set of dots which have only the dots used by the pattern p;'s without considering dupli-
cates dots, are defined as the difference between Eq. (9) and Eq. (10). This is expressed

p':(pavphv‘“vp:)m(paA‘ph/\"'/\pz) (zi)

then p” has the signiﬁcant dots for define L; we may consider to p' as a meta pattern, over
e set-of patterns p;’s of each letter. This pattern shows the information about the dots,
Wthh are significant, and are use without duplicate for discriminate each letter and each
ariant. Now we take as parameter the number of dots, which we wish to use for the sam-
ing denoted by » and represent the work dimensions in {0, 1} " in p". Let r be the num-
ber of dots for sampling over the matrix M which represent the image keept in p’, we need
-generate 2n random dots, for built the n-th position for sampling over A, which has the
form (7, /) over the interval (0, 0) — (p, ¢). L denotes the set of dots over an order < accord-
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ing these be generated. By notation L° represent the &-th elemerit of the list L, where the
first element is L°; and the last be L™,

Using [ we can generate a binary string which represent a dot [ in the space {0, 1} ™.
The dot { must have a norm like ~ # /2 to guarantee the dots be distributed best over the
dot used and no used. The pseudo cede will be express as follow:

Be /; such that [, L random taking which (A, be 0 if lel]<n2 or 1 if cl>n/2.
Generate random dots has the form (i,j) over the interval (0,0) — (m,n).
Calculate p .

if |p =0/2 finish

if lp < n/2 search two values i jnon duplicates which flM 3)=1 and go to 3.
search two values i, j non duplicates which f{M; =0 and go to 3.

e e

6.2 Superposition Dots Analysis

Sampling over the image p’, help us to distribute efficiently the dots to select a good sam- °
pling, balancing in p’ the dots for sampling. However, we need make an exhaustive analy-
sis, because there are situations where a high number of letters uses a dot and these dots
are no significant for choice for the sampling. They can generate sub patterns of the others
or the majority part of one pattern be overlapping. As & direct consequence the patterns :5:
has no significance and we won’t characterize and define a nearest radius O(p; ,r) of each ;
Jetters variant making false recognitions for set of given dots. ;

The superposition problem has no exclusive for a select cases, there are big number of |
dots of the p’ image that exhibits a high level of superposition (each component represent
a dot of an image, in particular the image which contains the join of all p’s with » defined:,
as n = p % g, coding the image as a binary string). The Graph 1 shows the superposition .
frequency to join the p;’s patterns, sec the existence of high superposition by the areas that"_ff-
has almost 16 letters that use, then these areas contains dots that are less adequate for thef;
information extraction than the dots which has few level superposition frequency.

The figure 3 is built from the natural sum of all p's dots, i. e. the frequencies of each:
particular dot from each image p;, as a level curves. Then dots which are used by many,
patterns p;, tend to maximum frequency (26 because is the totally of letters in the lower:
case alphabet), on the other hand, dots which are use by few number of letter trend to 0. A,
good sampling does not select dots with high frequency levels and low frequency levels,
so we want for each dot in L does not have these frequencies, then we define a SUperposi-;
tion matrix Mp (graph 1 and graph 2 will be generate from Mp), which keep the sum of all,
patterns images pi. g

The verify of L, is done by analyze each clement in L such that each dot in Mp, do ne
correspond to prohibit areas, in other word, if Mp(ij) < Umbral where (i, e L and Ui,
bral is a integer value such that define the significance of the dots.
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Superposition dots graph

High
Superposition

iﬂU~2 @24 048 ool i nit12 @124 E!'!d-ﬂ:i

ig. 3. Level curves of different levels of superposition of dot from the images of patterns p;

The value of umbral set as 13, which is the maximum number of elements that will be
siperposition (26 divided by 2). We guarantee that the maximum number of letters,
'hlch a particular dot participate be 13, more over if we consider a letters with high simi-
3 t_hES threshold should take few values. The lower limit must be defined, because if
sts areas which the dots has a frequency near to zero, they do not offer enough informa-
, making an opposite analysis, using zeros, and represent areas which has a high level
superposition of zeros. The minimum threshold ideally need be 13, but the area used by
Jetters do not be exactly ¥2. We consider a near limit to area use by the superposition
fall letters, it will be %4, which is the area use by the ones compared with the total image
‘an approximation to lower limit is defined like % of maximum frequency, of ele-
nts that be in superposition. So all elements in L will be in the interval, in other case we
zneec'i select only dots which has these conditions. The algorithm is express as follow:
“While vl &L A Mp, <13 2010 2 else finish.

. Search / & L such that max(Mp,)
*.Generate a couple of random number (i, j)
“Uif (Mp,, < Mp, v Mp, , < MaxFrequen cy) n Mp, , # 0 make a substitution in L, for

‘/the element /, by (7, /) and continue, else go to 3.

- End While

When we finish the algorithm execution, L has not elements with high or lower level of
c_:f_bosﬁmra, moreover we do not change the balance with the conditions present in the
p.4, do not use dots that Mp, ;= 0, which represent zeros in the image p”.

To conclude we need to calculate the dots p;’s of length », using the dots in L, where
ach;element will be the patterns p;’s of length », that identify each set of C;, which has the
pssible letter variants.
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7 Experimental Model and Results

To probe the algorithm we make an experimental model for evaluate the efficienc
taken a set of distinct alphabets denoted by {30, 2}, where m = 80, each alphabet ha
the 26 different letters in lower case, and the dimensions of the images are 64 by 64 pixel
in monochromatic mode. .

Two lists were generating L; ¥ Ly, (L;1s not optimized and L, is optimized), the lengt
for each list was taken from the set {200, 150, 100, 50}. For each alphabet we built the se
C,,...,C., computing each p;, which is calculated by two methods: Majority Rule Modifie
and Random Reads. We consider 160 elements over each C; for the method of rando
reads. By each list and each method we build the p;’s, and show the average distance an
the standard deviation. The obtained statistical result are shown in table 1, they denoted a
increment in the average distance and standard deviation before to a) and afier to b) apply
ing the optimization method.

S e s=s =5

b) L [~ st Moo - ety i ot |

1 4 ?!01315192225253134!74043154952555&

[ty e~ Wiy e st - " Leohtas e d) [ty e Hodivad Moty e~ Lochras Rlatatas

¢}
Fig. 4. . Frequency of superposition graph for a) L1 with n=200 b} L2 with n=200 ¢) L1 with n=100
y d} 1.2 with n=100

The figure 4, show the frequency superposition for L;, shown a distribution over the
dos in the defined interval, and L, do not exhibits this behavior. The result only exhibis
* for the selected case by n= 200 and n=100. In figure 1, we present the dots distributions.’
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' Table 1. Statistical Measures of the distance and standard deviation of ayL; by L,

Mean . Standard Deviation
n'! RR? MRM3 n RR MRM
200 17.275 17.23% 200 9.650 9.661
150 8.822 8.786 150 5.261 5.339
100 7.611 1| . 7.602 100 4.312 4.250
50 4.060 4.049 50 2.371 2.403
n RR MRM n RR MRM
200 20.251 20.209 200 11.142 11.240
150 13.349 13.304 150 7.124 7.162
100 8.830 8.802 100 5.023 4,926
50 4.455 4 441 50 2.708 2707

1 String Length
2 Random Reads
3 Majority Rule Modifted

a)
Fig. 5. Distributions of dots for a) L, with n=200 b) L, with n=200

ble 2 . Efficiency table for identify if a generated binary string is similar to any p; using the crite-
e rion of minimum hamming distance

L1 L3

n' MRM? RR® MRM2 | RR®

200 81601 8110 89.65 | 88.62

150 7860 | 7910 8765| B6.70

100 67.00 | 67.15 83.25 | B1.00
50 56.95 |  58.65 7885 7540

1 String Length
: 2 Randomn Reads
3 Majority Rule Modified

ht_:‘ tables show when we have a uniform distribution we can increases the identify of
ers.using the criterion of the minimum hamming distance for the similarity of any pat-
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8 Conclusiens

The use of random methods gets us an alternative to characterize and code some pi
nomena.
These results show experimentally that representing and coding the information by n
arithmetical binary strings is a good model for retricve the information, in the charad’
recognition. In the table 2 we can see how the efficiency of character recognition increas
considerably with the random optimization sampling.
The coding do not use all information, only use a few part making easier to handle b
information and the model offers a simple algorithm with low complexity and easy i,
plementation. .
This is a non-classical model of computation, but we can do emulation in classic
model, which give us an approximation of the model and offers a different way to m '
character recognition.
The method provides a way to optimize a random sampling making an analysis of ¢
perposed dots, which can get us information over a explicit letter. :
By experimental process, we showed how the sampling encodes the representativei
formation of each letter variant, building a list of dots, which identify the best informat "
over the letters. The optimization over the sampling provides a best criterion to sele
when one binary string is similar to some pattern p;.
The information provided by the random sampling could be used to build of basic chi
acter recognition.
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